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Abstract. .In the present paper two approaches to the probdér&rlang renewal impulse
processes are discussed. In the approach usecith#ory of stochastic point processes the
discontinuous sample paths of the counting proeess those of an introduced auxiliary
pure-jump stochastic process are assumed to bedetinuous with right limits (c. a g. |. a d.

- continue a gauche limite a droite). In the usuahssical approach used in general in
mathematics those sample paths are right-continwgtisleft limits (c. & d. I. a g. - continue
a droite limite a gauche). At the example of Erlaegewal impulse processes it is shown that
both approaches lead to the same results, but #terhination of necessary expectations is
more straightforward if c. a g. . a d. assumptieimade.

1 INTRODUCTION

In problems of non-Poisson (e.g. renewal) impulsegsses the state vector of the dynamic
system is not a Markov process. The exact conversiothe original non-Markov pulse
problem into a Markov one is in some cases possivlag to the introduction of an auxiliary
pure-jump stochastic process [1-3]. This must deneé (constructed) in such a way that it
selects some impulses from the primitive train @iy a single Poisson process, or by two
independent Poisson processes. The values of iegpuls such a primitive train are
compounded with (multiplied by) the values of theifiary pure-jump stochastic process and
as a result, only some of the values of impulsespnmitive train remain non-zero, all others
being equal to zero. In a definition of the auxyigure-jump stochastic process of crucial
importance is a proper definition of the disconiiywof its sample paths. In the theory of
stochastic point processes the discontinuous sapayihes of the counting process are assumed
to be left-continuous with right limits (c. a gal.d. - continue a gauche limite a droite). It may
be shown that such an assumption leads to a dfi@igiard determination of necessary
expectations. This is so, because the incremeriteeafounting process are then defined on an
anticipating time interval tft+dt) and if the counting process is a Poisson prodtsss
increment on tjt+dt) is statistically independent oN(t) and, more importantly it is
statistically independent of the state vectort.aHowever, in mathematics it is usually
assumed that the discontinuous functions are gbgumght-continuous with left limits (c. a d.
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l. & g. - continue a droite limite a gauche). Baisumptions are analysed and compared. At
the example of Erlang renewal impulse processés shown that the usual c. a d. I. a g.
assumption leads to the same results, but thendigi@ion of necessary expectations is more
involved.

2 STATEMENT OF A PROBLEM FOR ERLANG RENEWAL IMPULSE
PROCESSES

Consider a simple dynamic system under a renewallse process excitation

. : R(Y
Y()+20aY(+a?Y( )= B, RO( t &), (1)
i,R=1
where the time instant&rror! are driven by an Erlang renewal proc& with integer
parametek, whose events are eveiiyh Poisson events.
The pertinent state vector formulation is

Y (t) = oY (1).t) dt+ by (9.9 P() dR(}, Y ()= v, @)

where the termb(Y (t),t) (analogue of the diffusion coefficient) may beaibed in some

problems by a suitable conversion of the usualedsffitial equation of motion into a
stochastic one [4-7]. In some other problems, whbee governing stochastic differential
equations are formulated in terms of anticipatiiipcentials, this term appears directly [8,9].
Exact conversion of the original non-Markov problero a Markov one is done by the
following recasting of the impulse process (reptaest valid with probability 1) [1,2]

Rt =3 (N(1) Ro(1-1) ®

1 i=1

R

A~

Py
il

where ,o(N(i;)) is anauxiliary, pure jump, zero-one stochastic processwhich selects

everykth impulse from the train driven by a Poisson pss®¥t), as shown in the Fig. 1.
The jump procesgy(N (1; )) must be defined (constructed) in such a way thas value

1 only at everkth Poisson event and O at all other Poisson events.
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Fig. 1: Train of Erlang impulses: Poisson-driven point®; Erlang-driven points.

The random counting (stochastic point) procH¢g is defined as a number of counts
(points) in the time interval [0, i.e. excluding the one that possibly occurshat timet
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[10,11]. Consequently, the sample path§@j are left-continuous with right limits (c. a g. |.
a d. - continue a gauche limite a droite). Accagtiinthe sample paths of the jump process

,o(N (1;)) are also left-continuous with right limits. Howewan equivalent definition is also
possible, where the sample pathsNgf) and those ofp(N (1)) right-continuous with left

limits (c. a d. I. a g. - continue a droite liméegauche).
Validity of the above replacement implies the eqlence of the increments

dR(t) = o( N(9) dN( } (4)
In stochastic analysis (e.g. in the derivation gliaions for moments) the expectation

E[R(9)]= [ p( N(9) dN(}] has to be evaluated. It will be shown that the hoetof

evaluation of this expectation is different for tdifferent definitions of the jump process, but
leads to the same result.

An Erlang procesR&(t) is an ordinary renewal process, i.e. its firsttimg time (the time
elapsed until the first event) has the same prdbaliistribution as all subsequent inter-

arrival times. Its so-called ordinary renewal dgnsj (t) is defined as [10]
P{dR() =3 = h({ dt
P{dR()=0 = 1- h (1) dt+ o d}

where the conventionally denoted differentii(t) is an increment of the renewal process
R(t) on an infinitesimal time interval.

=h, () =E[ R(}], (5)

3 ERLANG RENEWAL IMPULSE PROCESS WITH INTEGER PARAM ETER k=2
The ordinary renewal density of the Erlang proceidis integer parameteée=2 is equal to

h, (1) :%(1— exp(- 21t)) (6)

As the events of an Erlang renewal process Wit are every second events of a
homogeneous Poisson process with meanwvatbe incrementR(t) may be expressed in
terms of the incremendN(t) of the Poisson process by (4) if the funct(N(t)) may be
found which excludes every second Poisson evens. flihction, or a jump process, must be
a zero-one valued function.

If the sample paths of the counting Poisson proségsare assumed to be left-continuous
with right limits (c. a g. I. & d. - continue a ghe limite a droite), the event that possibly
occurs at the time is not counted (is excluded), consequently theventionally denoted
differential dN(t) should be regarded as incremaii(t)=N(t+dt)—N(t), of the counting
procesN(t) on an anticipating infinitesimal time intervalt}dt).
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Fig. 2: Left-continuous with right limits (c. a lg.a d.) sample path of a counting proclis3.

The jump procesg(N(t)) is then defined as
p(N()) =5 (2-(-9") N(9= 0. p( 9= p(N( 9) = « ™)
and
Y PN
dR(t)—E(l (-9"") on( Y (8)

The jump procesp(N(t)) is shown in the Fig. 3. Its sample paths ake those oN(t), left-
continuous with right limits.
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Fig. 3: Left-continuous with right limits (c. alg.a d.) sample path of a jump proces(t)).
The renewal density is

h,(t)dt=E[dR }]= B p( N'}) dN )] (9)

As the incrementN(t) is defined on the anticipating infinitesimal tinrgerval f,t+dt), the
intervals [Ot) and [,t+dt) are disjoint hence the incremaii(t) is independent of the value
P(N(D)), thus

h, (t)dt= E[ p( N(9) dN(} |= EE(l—(_l)N(t))} i )‘]:%(1‘ %(_])N(rq) ¢ (10)

The expectatiorE[(—l)N(t)J is evaluated as follows
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E[(-l)”ﬂ:g(-l)k(“:)k exi{-v1) = exf-v) 3 k! o
=exp(-vt) exq-vt) = exg- Qt)
The result is, indeed
h, (1) =%(1— exp(- 2t)) (12)

Alternatively, the random counting (stochastic ppiorocessN(t) may be defined as a
number of counts (points) in the time interval](d,e. including the one that possibly occurs
at the timet. Accordingly, its sample paths are right-continsi@uth left limits (c. ad.l. ag. -
continue a droite limite & gauche). Consequentydbnventionally denoted differentidiN(t)
should be regarded as incremeM(t)=N(t)-N(t—dt) of the counting processéd(t) on a
backward infinitesimal time intervaldt,t] and is not statistically independentiit).
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Fig. 4: Right-continuous with left limits (c. alda g.) sample path of a counting proce§3.
Then the jump proceg®N(t)) is defined as
1
p(N()=5(2+(-9"") . N(9= 0.5 p(9=p(N(9) = : (13)

The jump procesp(N(t)) is shown in the Fig. 5. Its sample paths ake those oN(t), right-
continuous with left limits.
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Fig. 5: Right-continuous with left limits (c. alda g.) sample path of a jump procegs(t)).

Now
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(9 a=E[o(N() aN(}= & 2{or(-2") an}]=3(v o €90 a)])  a)

however as the incremengN(t—dtt)) and dN(t)=N(t)-N(t—dt) are defined on the same
(overlapping) time interval, the expectatigrf (-1)"“dN(t)] is evaluated in a different way:

[ (-0)" an(9 )= Ef (- any] =
E[(‘l)N(Hh)}E[(— 2) M= g )} (15)
exp(~2/(t-dt)) E[ (=" dN() | = ext- 2 exp- 2a) B (- B

Further

exp(-2dt) = I+ Zdt+...= ! (16)
and
€[ (-0 aN(9)| = (-)° ror{a-v ) + (- § oy oy = v o (17)
Consequently
E (-1 aN(D) |= - exe(- 2 vt (18)
and, as before
ho(t)=%(1— exp(- 2t)) (19)

4 RLANG RENEWAL IMPULSE PROCESS WITH AN ARBITRARY | NTEGER
PARAMETER k

Under the assumption that the sample paths of datmg Poisson procesd(t) are left-
continuous with right limits, for an Erlang renevpaibcess with an arbitrary integer parameter
k the jump procesg(N(t)) is expressed as [1,2]

p(N(t)) = ZGX[‘_{IZTJ(L;)-HL)] Tl< 3 expEi ZTLk(t)j exéi ﬂikJ (20)

j=0 j

X

T}
o

The ordinary renewal density is evaluated from

(1) ot=E[ o N(1) aN(}] = z:{exp( 'Nk(t)ﬂex;{mrle[dl\( g

:%T; E{exp[i ZTLK()H ex;{i ZT%J vt

If the sample paths of the counting Poisson protégsare right-continuous with left
limits, the jump process(N(t)) must be expressed as

(21)
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N (t
p(N(1)= Zexp(m‘ N )j (22)
j=0
Consequently the ordinary renewal density is exatlifrom
tde= ELR(§]=[ o(N(}) aN(}]=
iN (t—dt) . iN(t=dtt)
—>E 2r——+ Zr—— [N (t—-dtt)|=
IZ:; _exp{l " expi " ( t) 23)
K i _ i _
1ZE exp IZTM E|l expi ZTM N (t-dtt)
ki | k k
The expectatiorE{exp{i ZTMH is evaluated as
L N(t-dt) )| (t-dt) _
E{exp(l’z‘n—ﬂ rz ex ;{ jT exp-v (t —dt)) (24)
The following evaluation holds if the terms of oraéut) are neglected
(t—dt)rexp(—v(t—dt))=Zr:t"s(—dt)s(r rsf)ls! ex(-v1) exfrd) =t exp-vi) (25)
s=0 —S):
Hence
E{exp[iZnMH:iex i mljﬂ ex()—vt)=E{ e>{p’ ﬁwﬂ (26)
k = k) r k
iN (t—dt,t) :
The expectatiorE| exp| i 7y A Ui ” N (t-dt.t) | is evaluated as
E{exp(i ZITMJ N (t-dt.t)
. . . (27)
:exp(i m%jmjj I-vdt) + ex;Ei W%Jmﬂzdt: e%ﬂ ﬁ%}vdt
Finally
_ _1¢ o IN(t) o]
h, (t) dt=E[ p( N( 1) dN( D]_Eg E{exp( @TTH exg{ iz Jvdt(28)
as before.
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5 CONCLUDING REMARKS

Two definitions of the counting process and its glenpaths are discussed. In the first one
(customary in the theory of stochastic point prees} the discontinuous sample paths of the
counting process and those of an introduced auwxilpure-jump stochastic process are
assumed to be left-continuous with right limits &cg. |. a d.). In the second one (a standard
one in mathematics) those sample paths are rigittremus with left limits (c. a d. . a g.). At
the example of Erlang renewal impulse processisssihown that both definitions lead to the
same results, but the determination of necessgogatations is easier if sample paths are
assumed to be left-continuous with right limitsda. |. a d.).
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